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ABSTRACT

A new technique of creating planar images of cross-sectional
human tissue, for diagnostic medicine, using nuclear magnetic
resonance is described. Five magnetic fields are used with a
Fourier transform technique to obtain images which show the con-
centration of 'H nuclei ?in water, fats, and oils) contained in
the tissue of the organism. The method consists of applying a
sequence of short rf pulses timed with a particular sequence of
three gradient field pulses to a sample within a large static
field of 1.5 Tesla. By Fourier transforming the response of the
system and using a digital image processing computer, the images
are created as negatives., Also presented is the original imaging
method which constructs images from projections using a computer
algorithm. 1In conclusion to the description of the imaging pro-
cess, a discussion of whole-body instrumentation is given. In
preparation for the discussion of the imaging techniques, the
principles of nuclear magnetic resonance are introduced, using
quantum mechanics to describe the geometry of an isolated spin
in a static field., Statistical mechanics are used to describe .
the relative intensity of the magnetization of the sample in
thermal equilibrium., Finally, the classical Bloch equations are
solved to describe the time-dependent behavior of the sample
magnetization vector following an rf pulse.
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1. Introduction

Nuclear magnetic resonance (NMR) imaging is a technique
which creates planar sections of biological tissue to be viewed
as an x-ray negative is viewed, however, NMR imaging uses only
magnetic fields and is harmless biologically. Figures (A-C),
which appear in sec. X, show images [1] produced by this tech-
nigque. They were produced with the latest techﬁology. In fact,

nuclear magnetic resonance imaging is barely over a decade old.

In this paper, we will describe how the images of figs.(A-C)
were created. Also, we will treat some of the underlying diffi-
culties in creating the images and digress into areas of nuclear
magnetic resonance that are important to imaging. 1In order to
understand the imaging process, a fairly thorough understanding

of nuclear magnetic resonance is necessary.

In 1946, two independent groups simultaneously devised the
technique of nuclear magnetic resonance. The groups were the
Purcell and Pound group at Harvard [2] and the Bloch and Hansen

group at Stanford [3].

In brief, nuclear magnetic resonance is produced as follows.
By placing nuclei of non-zero spin in a static magnetic field, a
precession of the nucleus is induced. By applying an alternating
magnetic field at a frequency equal to the precession frequency
of the nucleus and perpendicular to the static field, the pre-
cessing nucleus is forced to resonate. If a sample of nuclei is

resonated with the alternating magnetic field, the sample will



re-emit some of its absorbed energy. This emission signal con-

tains all the information about the sample.

In order to create an image, linear magnetic field gradients
aré used to spatially encode the signal emitted from the sample,
such that it can be used to create an image of the distribution
of nuclei in the sample. This will be treated in full in the

final section.

In the next two sections, we discuss the effects of NMR from
the viewpoint of single nuclei, highlighting the concepts of
imaging where necessary. Then, in the following two sections,
NMR is treated from a macroscopic (sample) viewpoint, which also
gives relevant information on imaging. Finally, in section VI,
the process of imaging is treated using the concepts developed in
the sections preceding it. We begin now with some physical prin-
ciples of the nucleus, discuss the molecules relevant to imaging

and how nuclei are resonated in practice.



1I. Physical Principles

In the early 1920s, Stern and Gerlach conducted molecular
beam experiments (deflection of atoms and particles in space by a
field gradient) which provided much information about nuclear

spins and magnetic moments.

The intrinsic angular momentum (spin) of a nucleus
corresponds to a current flowing around the axis of rotation,
which generates a small magnetic field. Each nucleus of non-zero
spin (those nuclei whose protons and neutrons do not cancel in
pairs) has a net magnetic moment proportional to the intrinsic
angular momentum 3 by/ﬂs'y'f, where ¥ is the constant called

the gyromagnetic ratio.

Classically, a nucleus will precess when placed in a static
magnetic field of intensity H, at an angular frequency zoP==77ﬂ

called the Larmor precession fregquency.

By perturbing the precessing moment with a radio frequency
field of intensity H, and frequency w,, equal to WJ, at right
angles to the static field H,, the moment resonates. Figure (1)
shows an experimental set-up to observe magnetic resonance in the
laboratory [4]. The coherent precession of the magnetic moments
within the sample induces an alternating current in the pick-up
coil, via Lenz's law, which provides all the information about

the sample.



BIOLOGICAL TISSUE CHARACTERISTICS:

The 'H nucleus is the source of signal emission used by
imagers since it has a large magnetic moment and is found in high

concentrations distributed widely in the body. -

We are concerned here with the biological tissue of the
human organism, however, images of other animals and plants can
be made as well. Human tissue contains roughly 75% water on
average [5]. Different tissues contain different concentrations
of H0. Also, lipids (fats), and oils contain 'H nuclei and are

spatially distributed throughout the body.

In addition to protons, other NMR-sensitive nuclei are ‘3C,

1 34

F, Na, P, and 3K [6]. These nuclei are difficult to use
in imaging since they are smaller in concentration and are lower

in inherent NMR-sensitivity than 'H.

The intensity of the NMR signal emitted from a local region
of tissue is directly proportional to the spin density there. By
spin density, we imply the concentration of ‘H nuclei in water,
fat, and oils distributed throughout the sample. We will return
to spin-density of 'H nuclei in sec.(VI) on imaging after we have

presented some basic concepts of NMR.
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Fig. 1., Experimental set-up for creating magnetic
resonance in the laboratory. The sample nuclei precess
when pnlaced in the large static field magnet. They are

then resonated by the perpendicular rf field H1~which
is anplied at the precession frequency. ‘



I1I. A Spin in a Static Magnetic Field

In what follows, we will consider an isolated magnetic sys-
tem in an ekternal magnetic field to better acguaint ourselves
with the phenomenon of nuclear magnetic resonance. First, we
examine the energy states of a nucleus in an external magnetic

field.

THE HAMILTONIAN:

In general, nuclei contain protons and neutrons which may be
in orbit-like motions while at the same time having an intrinsic
spin. For a hydrogen nucleus, it is the proton's motion which

=

Y
creates a total angular momentum J and total magnetic moment/M :

which are parallel and described by [7]

-> Fe -»
M -3(‘z—mT>3'. n
M, is the proton's mass, and g, called the "nuclear g-factor," is
a number usually near 1 but equal to about 5.6 for a pure spin.
From eg.(1l), the gyromagnetic ratio Y for a given atomic species
is approximated by 3(%t/2nMQ. (In practice, it is determined

experimentally.)

. . A £
In quantum mechanical operator notat1on,fA =3 . Upon

application of H,, a nucleus experiences an interaction energy
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A +
-/M-H,, yielding the simple Hamiltonian $V=~7M'ﬁ°. 1f, for sim-

> A

-

plicity, we apply H, along the z-axis, the component of 3
- A
"parallel" to H, is J3. Therefore,
A

H=-TTs (2)

~ A

The three spatial parts of angular momentum, 3;, Jy » and J,,
form a set of noncommuting Hermitian operators which together
N A A, A »
define J* = J; + J; + J:. The compatibility between J* and the
components of the total angular momentum J provides the eigen-
I /\1. o . .
value equations J 99 =d.¢ and J;cﬁ =}96 with the set of simultane-
- A
ous eigenfunctions f. The respective eigenvalues of J* and J;

T
are A= j(j*+1)k and B = mk, where j is the total spin qguantum

number with eigenstates m. (j and m are related by -j { m € j.)

The eigenvalues of the Hamiltonian of egqg.(2) are multiples
(YH,) of the eigenvalues of 3,, from which we find the allowed

energy eigenvalues, (also called the nuclear Zeeman levels) [8]

E.u';"'rkHoW\ ) Mz.‘),.}“l,..-)"é. (3)

These are illustrated in fig.(2) for j=3/2 (e.g. nuclei of B" and
Na~ [9]).

If we now apply a resonant rf pulse magnetic field H, across
the sample, it causes transitions between levels of energy
DE =Th Ho. A current in the RF coil is observed following H, as
a large number of nuclei drop back to their lower energy states

emitting energy +W,. Therefore, the resonance condition is
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¢=4L {E:T”' r

~F~--. +l/1
I~ <
l ~ +3/L
Field off 'l Field on

Fig. 2. Simple diagram of nondegenerate
Zeeman eigenstates m for a single
spin 3/2 system,




-7 -

COo‘-'-“-“‘.or, Wo=TYH.. The proton nucleus, the nucleus of impor-
-8

tance in imaging, has energy 4.2 x 10 ev in a static field of

1.5 Tesla (=15KG) producing photon absorption and emission at

V= /0] MHZ.

GEOMETRICAL DESCRIPTION:

The geometrical behavior of a spin in a static magnetic
field can be seen by considering the components of the magnetic
A
moment /M of a single spin as it interacts with the field H,, in

which case

A - /'\ A a A A A (\
The terms 4 , 4 and Q are the unit basis vectors of the Carte-
sian system and <...> denotes the expectation value, (the proba-

bility of an observable having a particular result).

From Appendix A, the components in eq.(4) for the spin-1/2

proton nucleus are [10]

</4’2,u>> = Yhabcos (d-§+Wot), (5)
</l/4\.)(£)> = -Yhabgin(d-f+wet), and (6)
<fa> = (rh/2)[a-b], (7)

where a and b are real, positive constants and d.and}? are real

but may be positive or negative. These equations show that
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</ﬁy({)> and </A\5‘L'>> oscillate with the Larmor precession frequency
tdowhile~ﬂﬁz> is independent of time. Also, the amplitudes of
eqs.(5 & 6) are equal. With these points in mind, and the fact
that <ﬁx(£>>z' + <ﬁ,®;— is constant, we may interpret the magnetic
moment /a in eqg.(4) as a vector which precesses in the x-y plane
making a fixed angle ﬂ with the z-axis in £ig.(3). (The axes
x', y' and z' rotate with the laboratory frame x, y and z at

angular frequency “o ).

In classical precession the motion of each component of
angular momentum is completely determined, whereas in quantum
‘mechanics only one spin component is ever determined by measure-
ment. Therefore, £ig.(3) at best should be considered a cone
defined by the precession of /M whose t1p is at the origin;
</M,,(0> and </A,(£>> are uncertain while </1;> is determined, (See
ref.[11]).



- -1 -

g=ﬁ

fig.(3)
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IV. Thermal Equilibrium Populations

In a biological sample, with many‘H nuclei (spin-1/2), we
label two populations corresponding to the two (=2j+l1) eigen-
states m. To these populations, we assign occupation numbers N,
and N_ corresponding to m=+1/2 and m=-1/2 respectively, where the
total population N = N, + N_. The net magnetié moment per unit
volume, or magnetization ﬁz , arises from a greater number of
spins "aligned" with the field ﬁ;. (Again, it is the component
:§% that is said to be "parallel” or "antiparallel" with'ﬁ,).
Therefore, we have the population difference n = Ny -~ N_ > 0 fol-
lowing the application of H,. The foregoing is summarized in
fig.(4) and depicts the nuclear Zeeman effect for a sample of N

protons in an arbitrary sample.

m

e T W= “‘:‘_ ) N_= /)uﬁpara//e/ Popu/ah'on

S — s +-,'_' 7 Ny = faralle %Pu'dﬁov\

fig.(4)
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We use the Boltzmann distribution to calculate the
'strength' of the magnetization in areas of tissue that are high

in hydrogen content. The expression

N (w) = N‘ixp(-e../ld‘) , .
Z, exp (-E.. /KT)

gives the equilibrium population where Ew= -V.H.m for each of

the Mm=11/2 eigenstates; k is the Boltzmann constant and T is
the temperature of the spin system. The denominator is the nor-
malizing factor called the partition function, which, for simpli-
city, can be expanded in the high temperature limit

(7% Hom /KT << 1) to yield [12]

m= t 21
- t#o /1 H. /’- 1
= exp[Hhm] (1(%)+|)_ﬂf£f’1._:;%m +£(JfT—) o
bl ir N

mz =,
|/’_
The second term in the expansion is zero since é;w»=0, and higher
~{2
order terms approach zero for'YkMJ@T'<<1. Therefore, eqg.(1l) can

be approximated by

N +7# K.
N(m) = 2 CXF( ZKT ) (2)

Again, we define the population difference n = N,- N_, which
is the excess number of nuclei in the lower energy state (those

nuclei that contribute to the magnetization of the sample).
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Therefore,
=Ny -N- = N C‘F(’Zﬁ;) exF( Z_ﬁ’f.)]

- A Sin ('rtm,).

2KT (3)

This can be simplified since sinh(7AH./2kT) 2 (74Ho/2KD in the
high temperature limit, (T “ 310K body temperature). When nor-
malized, eq.(3) becomes

o YRHe
N — 2rT (4)

At body temperature, in the large static field of 1.5 Tesla,

eqg.(4) gives roughly 8 x ld;} for 'H nuclei. In other words,

roughly 8 protons in ld?

will align with H, to contribute to the
magnetization. This will give a relatively weak emission signal
following resonance: an unfortunate fact for imaging since a

weak signal requires lengthy imaging times.
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V. Resonance Theory

In order to understand the imaging technique used in
figs.(A-C), we give in the following five sub-sectiéns, an
account of magnetic resonance from the viewpoint of the magneti-
zation vector ﬁz in a given, homogeneous, volume element contain-

ing 'H nuclei.

MAGNETIC RESONANCE AS FORCED PRECESSION:

In 1950, Erwin L. Hahn published his now famous paper, Spin
Echos [13], where he showed in detail the effects of nuclear
induction due to free Larmor precession. The effect of the rf
magnetic field pulse H, upon the established magnetization vector
;ﬁ , initially at rest and parallel to'ﬁ,, is shown in £fig.(5)

where resonance flips it into the x-y plane of the laboratory.

For convenience, we use the rotating frame of reference pre-
cessing at the Larmor frequency w, . In this frame, M will no
longer precess about the z-axis, but will appear stationary.
Application of H, induces resonance where ;ﬁ rotates about H,
with angular velocity 10% in fig.(Si? x', y', and z' the axes of
the rotating frame. If H, is applied at resonance for a time t_,
the magnetization vector will rotate through an angle 74 ¢ ,

assuming H, is turned on and off infinitely fast. A pulse of
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sufficient amplitude and duration can produce a rotation of any
desired angle. 1In imaging, pulses producing 90° and 180° rota-
tions are of importance, with lengths L‘..,c‘ﬂ'/ZYH and 7/'/1’//’

respectively.

RELAXATION:

- .
The behavior of M before, during, and following a pulse is

affected in several ways by weak interactions that cause relaxa-

tion [14].

We defined the parameter n in the last section as the
difference between each population of spin-1/2 nuclei, manifested
by the static field H,. Therefore, a net number, n, of nuclei
become aligned with H, creating a net magnetization 2: parallel
to'ﬁ,. This alignment is not instantaneous but occurs over
several multiples of the spin-lattice relaxation time, T, , asso-
ciated with the coupling between the spin system and lattice. 1In
general, experiments show that T, varies between roughly 10° and
10° seconds for different samples [15]. Spin-lattice relaxation
follows perturbations in the magnetic field, which include the
application of H,, shutting H, off, and applying H, with H, on.

A second relaxation phenomenon occurs between the spins
themselves, called spin-spin relaxation. Following a perturba-

tion in the magnetic field, spin-spin coupling allows heat to
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Fig. 5. Precession of magnetization viewed in the
laboratory frame.



Fig. 6,

Magnetization in the rotating frame
during a 90° pulse.
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transfer within the spin population exchanging no energy with the

lattice.

We can summarize the relaxation process following the
resonant 90° pulse by considering a group of spins precessing at
their Larmor frequencies as follows. First, energy will be
transferred in part to neighboring spins in a time ~ T,, where
mutual spin-spin flipping manifests a spin-temperature gradient.
In this case, T, is called the spin-spin or transverse relaxation
time, (transverse because ﬁz decays in the x'-y' plane). Second,
part of this energy will be transferred to the lattice as thermal
energy in a time ~ T, called the spin-lattice or longitudinal
relaxation time, (longitudinal implying a realignment of Fﬁ with

the field H,).

DECAY OF THE MAGNETIZATION VECTOR:

Once ﬁz has reached -the x-y plane, it begins to decay by
several mechanisms, one of which involves the inhomogeneity of
the static magnetic field H,. In practice, H, is never perfectly
homogeneous across the sample., Variations in local magnetic
fields produced by the static components of neighboring magnetic
dipoles also contribute to the inhomogeneity. Therefore, one may
assign to each volume element a magnetization vector m; (called
an isochromat) where all moments within that volume element pre-

cess with the same constant Larmor fregquency.
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Initially, the transverse magnetization decays by mechanisms
that are T, dependent. Therefore, we must insure that t, <<T,,
otherwise M would decay (partially or fully) before it reached

its desired position. Experimentally, H, is made intense enough

[}
(>200 G) to maintain phase coherence between each m; during the

pulse duration.

Once ;ﬁ has reached its desired position (the x'-y' plane
for example) and H, is shut off, each isochromat vector m; will
precess freely at its natural Larmor frequency, W;. Since the
isochromats vary in frequency, they will dephase, or fanout, in
the x'~y' plane as illustrated in fig.(7). Parts A through D
show the effects of fanout following the resonant rf pulse. And,
parts E and F show the effects of spin-lattice relaxation where
the magnetization regrows along the z'-axis from re-establishment
of thermal equilibrium with H , (undetected by the coil, which

lies in the x-y plane of the laboratory parallel to the y-axis).

In the pickup coil, the alternating magnetization will
induce an rf current in precise analogy with an electric genera-
tor. But since iﬁ decays while in free precession, it produces
the free induction decay (FID) signal appearing in fig.(8) with

decay constant T: (to be defined shortly).

fig.(8)

—
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Q?ﬁ; (Free induction decay tail)
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F
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/{77( |
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Fig. 7. Fanout of isochromats in the rotating frame,
(a) 900 rf pulse in the time domain, (b) Hi remains
on only between A and B, Fanout occurs immediately
following Hys C to E. In F, the system has reached
equilibrium again.
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The distribution of frequencies among the isochromat popula-
tion is typically a Gaussian or Lorentzian [16], and is given by
bw=TaH, , AH. being the inhomogeneity in H, across the sample.
Therefore, a good measure of the fanout time due to AH. is

~ l/YAH‘o-

Combining the effects of spin-spin relaxation and magnetic
field inhomogeneities on fanout in the x'-y' plane, we arrive at
the time constant describing the free induction decay tail in
fig.(7) (parts B-D) by |

! |
Ho .
vr;' Tz + 7/A ( 1l )

Also, T: provides a parameter for measuring phase coherence of
those spins contributing to My and M, at any time t. It is
essential in high-resolution imaging that &M, be maintained

small so that Tz is very near T,.

SPIN ECHOS:

All the isochromat moment vectors are assumed to be
coherently in-phase upon reaching the x'-y' plane following the
90° pulse. Consequently, they will have definite phase relations
for all time following the pulse, until relaxation has destroyed
the phase memory. Therefore, at the time fanout has become ran-
dom, each vector's position is determined by its past history.

At a time t= T after point B in fig.(9), flipping the plane of
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vectors through 180° has a similar effect to that of time rever-
sal. As the vectors travel in the same direction that they did
before the 180° pulse (with the faster spins now chasing the
slower spins) they return in a time T to their original posi-
tion. This forms an echo in the x'-y' plane (at time t=2T fol-
lowing the 90° pulse) in part G of fig.(9). Hahn found that the
application of the second pulse produced the echo, which he named

"spin echo.”

By recalling the concepts of relaxation, we see that as T
is lengthened, the spins have more time to dephase and return to
thermal equilibrium along H.,. Therefore, the echo amplitude will
diminish for increasing values of T . By varying T and applying
different types of pulse sequences at resonance, (e.g. 90° -90°
and 90°-180° pulses) we plot the recovery and spin-dephase func-
tions, l-exp(-t/T,) and exp(-t/T;) respectively, and determine T,
and T; [13] [17].

THE BLOCH EQUATIONS:

The equations of motion of the nuclear magnetization vector
were first developed by F. Bloch [18] in a phenomenological
approach using the information presented thus far. Later; the
Bloch equations were rigorously deduced from first principles

[19] given certain experimental constraints.

In order to give a thorough treatment of NMR, and hence



(a)
90° RF Pulse 180° RF Pulse Spin Echo Signal

AB C D E F G 4 -

Fig. 9. (a) Spin Echo and pulse sequence in the
time domain. (b) 90° pulse -at A. Fanout at C.
The 180° pulse is applied from E to F
where the plane of isochromats of flipped.
Constructive intggference at G where the
echo is formed + M has deminished in
amplitude from relaxation.
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-
imaging, we solve the Bloch equations, since the behavior of M
in a local volume of tissue ultimately provides the information

about the spin density there.

The Bloch equations are reproduced here and solved for the
time dependence of the free induction decay following the pulse
field H;. Most references provide the steady state solution for
cw-NMR: H, continuously applied. We are interested in the

-
behavior of M following the turn-off of H,.

-
We seek a differential equation describing the motion of M
-» -
under the influence of the total magnetic field H =" + H,. The
vector differential equation for the motion of a single moment is

. s - -
written classically for u=7VJ

gﬁ"-”’/—’"ﬁ) (2)

which when summed over all moments of the population difference n
—-»>
in a unit volume of the sample contributing to M , yields

M -> -
%%-':’YMXH- (3)

This equation, however, is incomplete; as we have seen, other
effects contribute to dﬁz/dt, namely the processes of spin-
lattice and spin-spin relaxation. Therefore, the longitudinal
magnetization (ﬁzz) will grow while the transverse magnetization
(ﬁ,‘ + Ht; ) decays, each exponentially with respective time con-

stants T, and T,.
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In this way, the rate of change of ﬂ4% due solely to spin-

lattice relaxation effects is [18]

M (
Ap“ =7 (MO-MQ: (4)

with the steady state solution M2 = Mo =constant. Combining

eq.(3) for the z-component with eq.(4), we have for the first of

Bloch's equations

z%z = (xR, + L (- ts)

Due to the distribution of local field values (Hﬂx ) across

(5)

the sample, the relative phase coherence among the nuclei is des-
troyed in a time T;'~ 1/YHf,, . Comparing this expression with

° - -
the components M"»'@ ='Y(M;,5_ X H ), one obtains the contributions

to the transverse magnetization

A = -f_(’i_“.
At T

and 6£”%1 ﬂ41 (6)
Tt T

Integration of eqgs.(6) immediately shows that these components

\

decay exponentially with time constant T; following the resonant

pulse, as expected.



o
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Finally, by combining egs.(3), (5), and (6), we obtain

Bloch's phenomenological equations:

e <ol

My
T
f(i_’/ﬁ} :_,’r(l’M)(H)‘;~ 'ATAI—L ? 7)
M. -

At
J_ﬁ% 7 (MXH) +

and

T.

The solutions to Bloch's equations of interest are those
-—’
describing the motion of M as it returns parallel to H,. The

solutions to eq.(7) for the laboratory frame (Append. B) are

..'l:/Tz*

Mx = M-r.e_ costo.t , (8)
,bﬁ-ﬁ

My = —Mr, € ‘Sinwet, (9)

and Me = Mo (1- 'i/T) ) (10)

ﬁﬂkis the amplitude of the components of transverse magnetiza-
tion.

-
These equations are as we expected and give M (Mx'Mngi)

in the laboratory frame. Note that the transverse magnetization

-> > -»

Mr (=M, +M,) decays with time constant T in fig.(10) and equals
xSty 2

M, at t=0,



- fig.(10)

At t=00, My =0 and M1=[M° when thermal equilibrium has esta-
blished itself within the sample from relaxation effects. 1In a

frame rotating at w,, the Bloch equations reduce to (Append. B)

~t/T¥
My = Moy € 3 (11)

-f/tf
WA}' = Aﬁoy C ’ (12)

My = Mew (1-€ 7).

and (13)

which show the respective decays and growths without rotations.
Moy’ and Wie,r are the initial magnitudes of My and 14/1,'; Myt = 1,

and Moy is the equilibrium value of M;.

An FID contains all the information about a sample. 1In
spectroscopy, the response of resonant nuclei are superposed
within the FID signal, whereas in imaging, information about spin
densitydP(F) of 'H nuclei and their location are superposed in

the FID.
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In the next section, we consider the application of pulse-
NMR imaging presently being used in medicine. It is a young

field in rapid growth.
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Vl. Pulse Nuclear Magnetic Resonance Imaging

Recall that the 'H nucleus, distributed in different concen-
trations throughout the body in water and lipids, is detected by
the imager. Practically all other nuclei go undetected since
their Larmor precessions are not near the frequences within the

bandwidth of the rf pulse.

Pulse-NMR imaging, often called magnetic resonance imaging
(MRI), is almost exclusively used in diagnostic medicine. As we
will see, MRI techniques produce images from the information con-
tained in the FID following the 90° pulse. A major advantage to
MRI is that it safely views the contents of living tissue, unlike
X-ray computed tomographic (CT) scans with their damaging X-

radiation.

An MRI apparatus may locate a point, line, plane or volume -
within the sample. 1In this paper, we show how images are pro-
duced by pléne selection. Planar imaging can be performed
several ways; however, all methods use linear field gradients _GP
(Gauss/cm) in addition to H,. The field E.selects a plane from
which to image, and spatially encodes coordinate information

within that plane.

There are various scanning techniques that provide different
kinds of information. We shall consider only two methods: (1)

The Projection Reconstruction Algorithm and (2) Two-Dimensional ) -
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Fourier Zeugmatography using Spin-Echo Pulse Sequence. The first
of the above techniques is historical whereas the second is one

currently used in medicine.

(1) Projection Reconstruction Algorithms:

The first published NMR image was created by Paul C. Lauter-
bur [20] of the State University of New York at Stony Brook,
where in 1973 he produced images of two water-filled capillary
tubes. He called his technique Zeugmatography (from the Greek
zeugma, which means "to join," signifying the coupling between

the rf and gradient fields).

The application of a linear magnetic field gradient'z, in
addition to H_,, across the sample produces a linear distribution
of Larmor frequencies in the direction of E: The FID signal fol-
lowing an rf pulse is an interference pattern of frequencies that
is a function of position in the direction of'E. The sample spin
densitx}%?), the effective spin density distribution at the point
?; varies according to position, causing the signal's amplitude
to change in intensity proportionally tqjﬂ?L Upon Fourier
transformation of the FID, spatial and intensity information is

displayed in the freguency domain.

In fig.(11-a) [21], the FID following the rf pulse is a
decaying monochromatic source, which shows the single emission

frequency after Fourier transformation. By applying the linear
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field gradient-g in fig.(11-b), each adjacent strip of water
molecules precess at successively higher frequencies in the
direction of E: A stronger emission signal is observed at fre-
quency'v' since more H,0 molecules precess at that frequency than

those preceding it.

P. Mansfield and P. G. Morris have shown that the envelope
of the complex normalized FID signal in fig.(1l-b) may be written
[22]

t
SH = gp(?)exp[w?.g g(yuy]oqg :

(1)

where G(t) is the general field gradient of the magnetic flux
density (3;VH;) and t is the time after the 90° pulse. For times
t=T , the right side of eqg.(l) should be multiplied by
exp(-t/T,).

¥

Fig.(1l-c) [21] shows Lauterbur's method where a'is applied
in different directions. Equivalently, the sample may be moved
with respect to ﬁ: and.g. Finally, Lautérbur reconstructed the
sample image by using a projection-reconstruction algorithm (e.g.
[23] [24]) which uses a computer to reconstruct images from a

minimum number (2 or 3) of projections.

(2) Two-Dimensional Fourier Zeugmatography:

This technique has similarities with the previous technique:
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Fig. 11 a-b. TFourier transform of the FID, (a) without
gradient, (b) with gradient. Note the spatial recon-
struction in the frequency domain of (b).



Reconstructed image

Fig. 11-C. Projection-reconstruction imaging. o
The magnetic field gradient is rotated through at least 180
to obtain projections of the image (top view of H,0-filled
capillary tubes here). With the data of some minfmum number
(two or three) of projections, a computer reconstructs the
cross-sectional image of the sample.
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the main differences are that additional gradients are used
instead of one, a second Fourier transform is used following the
first, and no algorithm is used here. Before we continue, we

will explore some details of the gradient and rf pulse fields.

THE MAGNETIC FIELD GRADIENT:

The magnetic field gradient E is applied across the sample
in directions that are independent of the direction of Ho. As 2
creates a linear distribution of Larmor frequencies, each posi-
tion is converted to a frequency change AWg, which W.=1H, gives
as Awﬁ']’G’,AL. The total field gradient Z is described by a ten-
sor of the second order [5]. However, for static field strength
LLQ >>\él , Wwe neglect terms involving changes in the transverse
magnetic flux density. Therefore,

Z, =VH: = (V-F”& : (2)

As we shall see, the linear magnetic field gradientstﬁz=3nb/§?,
Gx=dM/3x , and thé\-\t/é!g‘ are applied as "pulses" in intervals
particular to the experiment involved. The mutual orthogonality
of the gradients provides selection of a plane and distance
encoding within that plane. The effect of gradient switching
will make sense after we consider the Fourier transform of the rf

pulse.
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PULSE DYNAMICS AND THE FOURIER TRANSFORM:

Central to magnetic resonance imaging are some basic Fourier
transform theorems, and the frequency response of the rf pulse on

the magnetization, (see [25], ch.3).

What, precisely, is the frequency distribution of an rf
pulse? 1In order to form a pulse with finite length £, (time
domain), its carrier is modulated such that the rising and tail-
ing edges are formed via its Fourier series., The pulse width {.,
then, produces a distribution of frequencies that goes as 1/¢,.
For example, a pulse of‘£u=%fs has a bandwidth of 500 KHz, which
will resonate all nuclei in the sample whose Larmor frequency

lies within +/-250 KHz of the carrier.

To be more precise, the frequency distribution of an rf
pulse can be obtained by considering the transformation eqguations

[25]

Flw) = SQ(«é)exp(*éthé = ?WM s (3)

-0

o= ‘zl;f& FluYexp(-iwt)dw = TF(W), (&)

-0

+ -
where ’3" and ‘3" are the Fourier inverse and transform respec-
tively. Since our pulse function Q&)is even and exists only for

t>0 (the limitation called causality) we can simplify eq.(4)
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using the cosine transform since it is real and even in the time
domain (this shall not be proved here, see [25]). Therefore, by
taking the pulse's lower limit at t=‘fq/2, so that t=0 is cen-

tered on the pulse, we have for the frequency spectrum

tula
_ ) Sin TV
v)= T cos 2myvt dt =
r( ) to S‘Eu/,_ Ty tu 7 (5)

which is defined as the sinc function. It looks like a damped
cosine function for 1/x, except with height 1/t at the carrier

where x=0, see fig.(12).

PLANE SELECTION:

Planar imaging requires two steps: First, nuclei in a given
slice Az are excited. Second, spatial information is encoded
along x and y, see f£ig.(13). The slope of the gradient
(Gauss/cm) and the rf pulse width determine slice thickness. For
example, a sample of 'H nuclei (71=2.68 xloy rad/sG) in a gra-
dient of 0.3 G/cm produces a variation of 1.28 KHz across one cm
of sample in the direction of the gradient. And, the bandwidth
of a 1.0 ms pulse is 1.0 KHz. Therefore, the slice thickness in
a sample with this, roughly typical, pulse and gradient is 0.8 cm
and forms a plane perpendicular tofa . For enhanced resolution,
the slice thickness is made much smaller: typically one millime-
ter. Finally, the location of the slice is easily changed by

applying a dc offset to the slice-selection gradient and/or by



-30-

moving the rf carrier.

SPATIAL ENCODING:

Next, we'need to spatially encode distance information along
the axes of the plane slice. This is done by first applying the
slice-selection gradient Gz for the same duration as the rf
pulse, which flips the spins into the x-y plane, see fig.(14)
[21) [26]. When G; is turned off, the second gradient, Gy, is
turned on orthogonal to Gz for a short time ty making phase a
function of position along the y-axis of the slice. Following
the shut-off of 63, both the receiver and final gradient &x is
turned on. G* is applied perpendicularly to the previous two.
?he FID is then obtained and Fourier-transformed. This process
is typically repeated for some 120 values of the phase encoding
gradient Cg_increasing in magnitude from zero. Figure (15)
illustrates the train of gradients. Each phase-encoded projec-
tion is stacked in the order in which the £ys were applied.
Then, the corresponding points from each projection are Fourier
transformed to generate the final image. Fast Fourier Transform
(FFT) computers are used to make each of the required Fourier

transforms.

For biological samples with T,'s of 0.1 to 2-3 s, a recycle
time t. is needed between data acquisition to allow the spins to

return to equilibrium with H,; t.=3T, in general [26].
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Fig. 12. The frequency response of a square pulse
with finite length is the sinc function. By
definition, sinc(x)=sin?x/7cx.
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Therefore, it takes about 2-10 min to produce a single-slice

image.

At this point, some details need to be filled in. After
obtaining the FID's (which poésess all the amplitude (spin den-
sity) and spatial information about the sample) they are digi-
tally stored. Typically, 512 bits of data are required for each
FID. Following Fourier transformation, a "graph" of the data is
created in the freguency domain with the sample coordinates and
spin density arranged on three orthogonal frequency axes (as in

figo (14-d) ) .

In order to create a digitized image, the data is converted
to a graph of typically 256 X 256 picture elements or pixels. For
each pixel two pieces of information are required: an address,
as for a matrix element, and an intensity of typically 15 gray-
tones. Finally, an image is created with the stored data, where
spin density is reproduced as pixel intensity and the location of

'H nuclei are addressed to the proper pixel.

PULSE SEQUENCES:

What remains in the process of producing images is a means
of manipulating the sample to enhance areas of interest and

suppress areas of unimportance.

Variations in the values of T, or T, for specific biological
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tissues are used to manipulate image contrast between different
regions within the sample. Certain pulse sequences are used to
emphasize either T, or T, values. Several pulse sequences can
produce images; however, we will examine the saturation-recovery
sequence and the spin-echo pulse sequence, the latter used to

produce the images appearing in this paper.

In the saturation-recovery sequence, a train of 90° pulses

A

is applied with interpulse spacing T , where T~T,>T, for H
nuclei (see fig.(16)). If the complete spin-spin relaxation pro-
cess occurs during T , the amplitude of the FID will be dependent
on T, and the concentration of 'H nuclei contributing to the sig-
nal. Nuclei whose T, values are long compared to [ will yield
weak signals. By changing the value of T, variations in T, at
different locations in the sample will yield differences in image
intensity. By combining two or more images with different values

of T it is possible to assign a T, value for each pixel. The

resultant image becomes a "T -map."

Another sequence, called the Carr-Purcell sequence [17],
incorporates the spin-echo. 1In this sequence, images are depen-
dent on the spin-spin relaxation time T,. A sequence of spin-
echos is produced by applying an initial 90° pulse followed by a
series of 180° pulses spaced by (2n+1)T with n=0,1,2,... (see
fig.(17)).

Recall that T; relaxation effects are a combination of
natural T, effects and inhomogeneities in H,, and that fanout is

determined by TY. The 180° pulse has the effect of reversing the



90° rf pulse

Fig. 16, Saturation-Recovery Sequence. A train of 90° pulses
is applied with interpulse spacing T where T3 <T ~ Ti.
Images obtained using this method are Tj-weighted
since T2 interactions loose complete phase coherence
during the time T .
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isochromats such that the decay in echo maxima, at 2(n+l1)T after
the 90° pulse, corresponds to natural T, effects only and field
inhomogeneities are ignored. Hahn in fact developed the echo

technique for this purpose.

Acquisition of the echo train (when the receiver is on)
occurs on the second half of each echo. The decay tail of each
echo is an FID identical to that following the 90° pulse except
for the amplitude decrease due to T,-relaxation, which occurs

during the interval 2T.

I1f the T,'s of different nuclei within the sample are suffi-
ciently different and T. is chosen such that the magnetization in
the x'-y' plane from shorter T,'s have relaxed to zero at time
2T, only those nuclei with T,'s longer than £ will be observed
after Fourier transformation of the second half of an echo [27].
In this way, the choice of Z provides the mechanism for image

manipulation, and the images are said to be T,-weighted.

Some imagers apply a Carr-Purcell sequence to collect data
from several echos following a single spatial encoding segquence.
For example, four images can be produced from four echos within a

single slice in order to reduce imaging time and enhance S/N.

The spin-echo pulse sequence is an especially good image
sequence for locating tumors, besides being a good image tech-
nique. The differences between T , values of cancerous tissue and
corresponding normal tissue creates a contrast in the image at a

tumor location; T, for tumors are long compared to T, of normal
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tissue.

Refer again to figs.(A-C) with the concepts of imaging in
mind. The explanation of important terms, in‘caption, should now

be clear.

INSTRUMENTATION:

Whole-body imagers use large magnets with a 1 m free bore
where a human (or other subject of similar size) is placed. They
use electromagnets with field strengths of 0.15 to 0.3 Tesla
(1T = lqu) detecting proton resonance at 6MHz to 12MHz. Super-
conducting solenoids of 0.5T to 1.0T (21MHz to 42.5MHz) are com-
mon. The images of figs.(A-C) were created with a high-field
superconducting electromagnet at 1.5T (64MHz). A high field
strength is desired because sensitivity is greater. The homo-
geneity in the static field of modern imagers is on the order of

0.1 ppm across roughly 15cm.

Fig.(18) (adapted from [21]) shows a subject in an imager.
The four large coils generate the static field Hy,. The rf field
is generated by a coil in the form of two curved panels and is
used to receive the NMR signal induced by the rf field. The NMR

signal is then sent to a computer where the images are processed.



Magnet rings

RF coil

Fig. 18. Whole body imaging apparatus.
large rings have coils that generate the static field

Ho. The two curved panels generate the radio-frequency
pulse and receive the emitted NMR signal,

The four
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Vil. Conclusion

NMR imaging is still at an early development stage. Much
data must be accumulated so that more efficient techniques can be

developed.

In the first four sections of the paper, we discussed many
details of NMR (with highlights on imaging): physical principles
of the nucleus, the quantum mechanical description of an isolated
spin in a stétic magnetic field, the magnetic effects of a sample
at thermal equilibrium in the static field, and a detailed theory
of resonance including the classical Bloch equations describing

~

the behavior of the magnetization vector M following an rf

pulse.

In the final section, we described two imaging techniques.
First, we presented the original imaging method: produced by Paul
C. Lauterbur in 1973 using projection reconstruction algorithms
to construct an image from projections made by gradient fields
and Fourier transformation of the NMR signal induced by a radio-
frequency pulse. Second, we described the technique of imaging
to create the images of figs.(A-C), called Fourier Zeugmatogra-
phy, where a Fourier transform is used twice to spatially decode
distance information put into the sample by gradient fields. We
then gave a few details of the signal image processing method
employed by all imagers. Finally, a sub-section on instrumenta-
tion was added where the apparatus of whole-body imaging is dis-

cussed.
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This new field of imaging (Fourier Zeugmatography), using
the physics of NMR, has a great potential in diagnostic medicine.
Unlike ct-scans, an imaging system that uses hazardous X-rays,
magnetic resonance imaging uses only magnetic fields which are
harmless biologically. Also, magnetic resonance imaging can
locate tumorous tissues very accurately; they show up as bright
spots on the negative image. Although magnetic resonance imaging
is a new technology, with many areas of potential improvement, it

is, in fact, proving itself today as an extremely useful tool.
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Figures (A-C): Created by General Electric's

1.5 Tesla Signa system imager. They are cross-
sectional images of human tissue. The imaging
technique is the multiple spin-echo pulse
sequence described in the text. TE noted in
each image is the interpulse spacing T in ms;
data acquisition time is shown in min., and

each was created usine 256 x 256 pixels. The
fine detail is attributed to a large S/N and a
uniform static field H,. Dark regions correspond
to a near zero spin density of 'H nuclei. Light
regions correspond to a hizh concentration of
free water and/or lipnids (fats and oils) which
contain 'H nuclei in large amounts, Bone, with
close to zero 'H nuclei, appears dark in the skull
and vertebra,

Fig. A Cervical spine; areas of low signal intensity, as
indicated by arrow, represent the spinal cord mass
(an area of low 'H concentration).

R Q2-aL -
MG D.&SJ{QB.}.

TE=T =25ns




Fig. B
TE=T=25ms

5 mm thick images of head:
at left, ton view at right,

side

view



Fig., C 3 mm thick image of the pelvis of a
female with pelvic cyst, indicated by arrow,
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XI1. APPENDIX A

A A .
Expectation values 5/ga>>, f/@&)> and <7ﬁ§> for the magnetic

A . . .
moment/pqy of a spin in a static magnetic field:

. . /5 . .
The expectation value of the magnetic moment/ﬂdd is given by

the expression

</,4\(é)> = g Y*/? T_{J”/Z ) (a-1)

where the term Y7 is the state function containing all the
information about the system and ¢1Z=dxdydz. Beginning with the

x-component, we have

L]
A _ A - -
{pwy = S f’/, £ de. (a-2)
')
In order to calculate this equation, we need only an expression

for 1” and/ja&).

Having found the energy eigenvalues in eq.(3) sec. III by
considering how./? interacts with H,, we can express the
corresponding time-dependent eigenfunctions ¢bm of the Hamil-
tonian operator by using the separation of variables
{;,M(F,{) = U W) TR . (The time-dependent phase factor is |
easily solvable [8]: ﬁ£)=éi5“*/t.) And the particular form of «;,..

may remain ambiguous for now, where

- SiBak/k (a-3)
%lm - Mi.u\e
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Utilizing the "completeness” of the eigenfunctions of the
Hermitian Hamiltonian operator, the state function and its com-

plex conjugate are
f[’*-é'_,a,‘/’;,,.\ ; ¥ - g.a} £k (-

We may now express the expectatlon value éﬂ,&»)» by substi-
tuting egs.(a-3),(a-4) and/ux 7%3} ( :L dimensionless here) into

eqg.(a-2) in which case
QQ

<//‘\XG')> = S (6”0: ’43,&?131(2:;&.\ ¢:"“)£Ta

-C0o

(4 )
S VEata [ gt k]j Uy ¥ 3l A

-0

(‘-/‘k\[cu. L) 't
Za’”(dn Am <M'|3¥lw‘> ; 3 (a-5)

n v

In Dirac's 'bra-ket' notation, we have for the matrix-operator

element

By = Sa 5 Uy dT, (a-6)

Using the Pauli spin matrices to evaluate the spin com-

A
ponents J,,

2 A o-t\, & _ 1o
3)‘: Ji‘[? é]; S‘)-:.Ji[l O}) .\z"‘—i{o _\:5 , (a-7)

we see that for 3;, the matrix elements vanish for m=n. There-

A
Jy and 3; for a spin 1/2 system where

fore, m=-n=+1/2 and m=-n=-1/2 which leads to
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/O[Er-Enl £
<}l,ce>§ ’H:{ at a.<-13115¢e (/0)[En-En]

A

+ ayay, <i150-tHe

A [En- €] f}
(a-8)

By eq.(3) sec. III,E, >»E,, so AE = Ey,~Ey is the Zeeman
energy difference between each eigenstate which is simply the
transition energy‘Tﬁﬁk. (Note that without the applied field
H,, the time dependence of Sﬂxaﬁ> vanishes.) Substituting
tAE=TAH, in eq.(a-8),

(s = 1 {aq ay, ¢St e
-(zmé)})

(l/f/'/of)

raray Elxl-AY e

.

(a-9)

Since in this last expression, 7A4. has the units of angular fre-

quency, we may define W.=T7#s.

The matrix elements in the Dirac 'bra-ket' notation of

eq.(a-9) are complex conjugates; a result of 3, being Hermitian:
4304 = S Usw 3 U, AT
4 AN = A '
7/[ %f[ 2«) S “&)é 3." M:h’,‘ At.
-0

By the definition of Hermitian operators, the right sides of

(a-10)

these equations are equal since the eigenfunctions Liaﬂf' for
our system are well behaved functions of position, vanish at

infinity, and are real. Therefore, <"’H§X\Ji> = (‘fo\—lg which
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when substituted in eq.(a-9) yields
(‘wo“\
puttry = 27% Re {a«/. aq, <tl51-iYe ; (a-11)

We seek the real part of this equation because the value S}&A%))

is a real, physical observable.

In order to evaluate the matrix element <l/2|3,|-1/2> in
eq.(a-11), we need an operator that will transform the ket vector
Im> (i.e. the eigenfunction u¢m4 of f, ) into a newv ket vector
whose eigenvalue m has been raised or lowered by one unit. To
conserve angular momentum, we use the "ladder", or "raising and

lowering", operators defined by

A A LA
& = Sx + LS?’
T - £ - 2 (a-12)
5, - S;‘ - (..53 ,
or,
2 e~ < 9
5 =z | +35-],
£ . L[5 -3 (a-13)
5, = 3|5 3‘],
where the transformation of the ket vector goes as
Somd> 2 Ylsmmlatmen) [meid>
~ . (a-14)
S w2 = Y(3tmf-wm+) lw-1>.
For spin 1/2 nuclei,
A J |
1] —-— -
T8> 2YGeiYa-se0 20D =102>,

S=E> =P -aXt 4t +) [-+-15 = 0.
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These equations must be correct for a spin-1/2 system since in
its -1/2 state, it can only be transformed to its +1/2 state,
A

done so by Jp: |-1/2>= Uit = 11/2>= Uy, o
: . : =

Therefore, we have

- x (2
<—£|Sx\—%>.=_§ de,y (3 Us,-1) Ao

\
Nv—
=

n-
o ¥

—
s

+

)
—
=

W

-
Q.
‘-.\

N
N—
w

8

=
NY—
- W
=
[
o
NI
o\

- (a-16)

where in the final step, we used the eigenvector normalization

condition (a property of the Hermitian operator 5;):
o
=\ u Fy - §
nfuy g aw~“und[ T Ouwm
-0
Finally, the complex constants a.,z and a_.h in eqg.(a-11) in

their most general form may contribute both to the phase and

amplitude of the wave function. Therefore, we may define

|A .
Ay, = aet and ay, = Lg‘ﬁ (a=17)

for a and b real and positive; oL and ]9 real but positive or
negative [10]. Therefore, using Euler's formula, eq.(a-11)

becomes
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<f/(\"w\7 = Thke [%QC(F'““"""J

= Thabcos (K-B + Wot)

(a-18)

A
The expectation value'ﬁﬂfb> is solved identically to that
A

of </Mx(£)> by starting with eq.(a-5) for <ﬁa(£5>, using the Pauli

spin matrix for 3; and making the same analysis with the ladder

operators in egs.(a-12,13) which gives

</?3({')> = “'7,7\L6'LLS;V\.(OL -p+ wo‘lzs' (a-19)

Pl
The expectation value ﬁﬂ;&b> however, has a somewhat pre-
-
ferred orientation since it is parallel to the magnetic field H,.
Starting with eq.(a-5) for the z-component

A A (i/R[En-EJ &
by = S, Tharawm <l T;1wDe , (a=20)
W,

and evaluating the Pauli spin matrix for 3;, (again for a spin-
1/2 system) m = n =%t1/2., We see immediately that the time

‘dependent phase factor in eq.(a-20) vanishes leaving

(fiy =Tk £ 0% O el T 1)

=Tt [a-ffa-/,(%\ v ol A, (‘%)]

(a-21)

(/)| Ay, — A, Ay, ).
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Using the constants in eg.(a-17), we find

ey = TE[a-41]. (a-22)
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APPENDIX B

Time dependent solutions of the Bloch equations for the case of

free induction decay in the laboratory and rotating frames:

. - -2 -2 - .
In the total field H = H, + H , H, should ideally rotate

° 1
about the z-axis with angular frequency W =W, which flips ﬂz
into the x-y plane. Since H, can only be made to oscillate
experimentally, we can remedy the situation by noting, as Bloch
did, that an oscillatory field consists of two superimposed
fields which rotate in opposite directions. Much of the litera-

ture [9] [15] [18] suggests an oscillating field linearly polar-

ized along x as
Hy = 2H,coswt Hy = 0 H, = 0 . (b-1)

This field can be decomposed as the sum of two fields rotating

about the z-axis in opposite directions where

Right: Left:
H, = H ,coswt Hy, = Hcoswt
Hy = H sinwt Hy = -H sinWt (b-2)
H, = 0 Hy = 0

The "right" and "left" fields correspond to +wk and -wk respec-
tively. At resonance, one of the rotating components in eq.(b-2)

-5
will follow M while the other will be so far off resonance as
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to negligibly effect its motion. Therefore, the oscillating
field of eg.(b-1) is quite accurately replaced by either rotating
field in eq.(b-2).

Taking 7 as negative for convenience, we use the "left"
rotating field in eq.(b-2) since its rotation in the -z direction
is consistent with . for a -7 where W,="TH,. And, combining

H, we have

b« >
L

H,coswt |

e o
"

y = “H,sinovt, (b-3)

e of
Y
h

"Ho.

Upon substitution into the Bloch equations, we find

A)M’/J{: = /]/[M‘j.uo + m’i"‘tgm'wt] . M" /Tz*

Ay /A4
AdiMa/y, = 7{-McB sinwot = MyH Coswt ) + W;.M!

These expressions describe the motion of ﬁﬁ during the pulse.

>

/r[M}H'QoSUO'L - My H°} - m"} /1;,* ) (b-4)

W

[

-5
However, we wish to investigate how M behaves during free
induction following the pulse. Therefore, eliminating terms

involving H,, eqs;(b-4) become
*
die At = Tty o — M /T (bo5)
DNM‘}/OHZ = —’YMX H’o "'/M‘). /Tz_*) (b-6)
(JMA;/OH = (MO—M*:) /T,' . (b-7)

These equations can be simplified by substituting constants

as follows



- 50 -

Jih

mf- = ally + b, (b-8)
o-%i!: t—O\AAx*'LM}? (b-9)
A Mz Ciay
'ZC’QM‘+Q’ (b-10)

where: a=7H, b=-l/T:‘, c=MyT,, and £=-1/T,.

Equations (b-8) and (b-9), due to their symmetry, may be

solved by defining the complex numbers,

My = Mx + My | (b-11)

M. = Mg = LMy (b-12)

or, My = %[9%++‘77L-1, (b-13)
M‘;"'?{T[-‘M"‘%’]‘ (b-14)

By adding i times eq(b-9) to eqg.(b-8), then subtracting i times
eq.(b-9) from eq.(b-8), we obtain

J‘M%@e = —ALIN, 4 £%+ 5 (b-15)
chm./du = a9 + bM- . (b-16)

These equations are easily solved using basic methods:

% = (b-di>%+ ’

ji’\.%.{- = (b-aﬂ{- +9,

g=cons't.

b-alt

| (
97L+ ='ﬂ4Tb€1
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Here, Mr.=exp(g). Substituting for the constants a and b,

-+/r~ ~THoit
U, =Nt - (b-17)

Similarly, ~tfrt THlE

o =Mne S .

(b-18)

Using eqgs.(b-13) and (b-14), we recover the forms of each

component of transverse magnetization

—‘L/ THaLf
Mx - l[MTg T + MTO
- THooé —/1*F THeit
[.MT. é/T MT" e K e j (b-20)

ﬁ/T* ,r”o(/f
J ) (b-19)

My

We may assume MT°'=M1-, for isotropic and homogeneous samples.

Using this, the relation ’I’H., = (U,, and the identities

- 1 2 -1
CoS 2 - [6’. + e ,

—-L%

Imi = 2-0[ ’
egs.(b-19) and (b-20) become
— M "tﬁz
My = M e " CosW.t (b-21)
~t/ny_.
My = - Mr, € "Sinwet. (b-22)

In a frame rotating at W, these equatlons can be mod1f1ed

by considering the transverse magnetization M\— ( Mx +W|ﬂ where
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2 2 S
W\T = W\x + ‘MQ )
= (M) Teos st + st

AN
MT = W\Toeo ’

and, My, is the initial (t=0) transverse magnetization.

*
Depending on how M falls into the x'-y' plane at t=0, the ini-

tial magnitudes of My and M.a' are related by © where

From this geometry,

By
MX' = MT°COSSC * y

~t/7t
M‘a/ = MT° S!Y\.GC )

and setting M, =(cos&)My, and Moy =(sin®)My, for the initial
magnitudes, we have for the rotating frame

~4/7.4
Mx, = Mox'e T" b]

"'L/Tz’
M.a' = Mo?' e_ .

(b-23)

(b-24)
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The longitudinal magnetization is also solved using basic

principles where, again

ity
dt

which takes the form of a first order linear equation, requiring

= QM; re, (b-10)

the integrating factor

M2

Applying this to eq.(b-10),

Sk
ML -] = e [,

and noting that the left side of this equation is
4 -ft
—j‘; [e sz = C&

we have, upon integration
SOQ[C:QM%E

St 4 Lt
e My = - + A

S hde St
= € = & .

)

]
f
(e
m\

)
P
r'-

where A=cons't. Noting that -c/f=M, and substituting for the

remaining constant £, we have

e, =M A

Eliminating exp(t/T,), this equation becomes

Uy = Mo rpe ,
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The constant A is easily found for our particular geometry by

using the boundary condition: M3=0 at time t=0 immediately fol-

lowing the 90° resonant pulse. Therefore,

A:”Mo.

Finally, we have the last of Bloch's eguations

My =M, (\ - Q-t/T') .

(b-25)






